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bstract. We describe a novel approach to using soft-tissue data
ets, such as computer tomography on magnetic resonance, in the
inimally invasive image guidance of intra-arterial and intravenous
ndovascular devices in neuroangiography interventions. Minimally

nvasive x-ray angiography procedures rely on the navigation of en-
ovascular devices, such as guide wires and catheters, through hu-
an vessels, using C-arm fluoroscopy. Although the bone structure
ay be visible and the injection of iodine contrast medium allows
ne to guide endovascular devices through the vasculature, the
oft-tissue structures remain invisible in the fluoroscopic images.
e intend to present a method for the combined visualization of

oft-tissue data, a 3-D rotational angiography (3-DRA) reconstruc-
ion, and the live fluoroscopy data stream in a single fused image.
ombining the fluoroscopic image with the 3-DRA vessel tree offers

he advantage that endovascular devices can be located within the
asculature without additional contrast injection, while the position of
he C-arm geometry can be altered freely. The additional visualiza-
ion of the soft-tissue data adds contextual information to the posi-
ion of endovascular devices. We address the clinical applications,
he real-time aspects of the registration algorithms, and fast-fused
isualization of the proposed method. © 2009 SPIE and

S&T. �DOI: 10.1117/1.3222939�

Introduction
o the present date, the fluoroscopic image with the live

nformation about endovascular interventional devices and

aper 08187R received Dec. 10, 2008; revised manuscript received May
5, 2009; accepted for publication Jul. 17, 2009; published online Sep. 16,
009. This paper is a revision of a paper presented at the SPIE conference
n Medical Imaging 2007: Visualization and Image-Guided Procedures,
ebruary 2007, San Diego, California. Papers presented there appear �un-
efereed� in SPIE Proceedings Vol. 6509.
ournal of Electronic Imaging 033014-
soft-tissue images, such as computer tomography �CT� or
magnetic resonance �MR�, are visualized on separate dis-
plays. This means that the clinician has to perform a mental
projection of the position of the endovascular device on the
soft-tissue data. It may be clear that a combined display of
this information is of great advantage because it relieves
the clinician of performing this task. Furthermore, a fused
image allows more precise navigation of the endovascular
devices because these devices are visualized together with
pathologies and contextual information present in the soft-
tissue data. In order to provide the maximum benefit of
such an augmented image, the live fluoroscopy data and the
soft-tissue data have to be combined in real time, with low
latency and a sufficient frame rate �15 or 30 fps, depending
on the acquisition mode�. Because the visualization is tar-
geted at the usage during an intervention, it should not only
be fast but also easy to interpret, and the manipulation of
the image should be interactive and easy to use.

In this paper, we describe the steps that are necessary to
achieve such a combined visualization. Prior to fusing a
peri-interventionally acquired 3-D rotational angiography
�3-DRA� and preinterventional soft-tissue data set with the
live fluoroscopy image stream, a preprocessing step is per-
formed. In this preprocessing step the 3-DRA and soft-
tissue dataset are registered, using an image-based registra-

1017-9909/2009/18�3�/033014/7/$25.00 © 2009 SPIE and IS&T.
Jul–Sep 2009/Vol. 18(3)1
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ion algorithm, and the vessels are segmented from the
-DRA data. The preprocessing step is briefly touted in
ec. 3.1. During the visualization phase, an on-the-fly reg-

stration of the 2-D fluoroscopy images and the 3-D data
ust be performed. This is achieved by using a machine-

ased registration, which only depends on the geometry
ncidence angles, the x-ray source-to-detector distance, and
he calibration data. The machine-based registration is de-
cribed in Sec. 3.2. Section 3.3 discusses how a fast-fused
isualization of all three data sets can be implemented, us-
ng off-the-shelf graphics hardware. We discuss the clinical
pplications that can benefit from the presented work in
ec. 4. Section 5 describes the data we measured in order to
uantitatively tout the performance aspects of our methods,
nd the conclusions are presented in Sec. 6. However, first
e start with a review of related work.

Related Work
wo fundamentally different approaches can be distin-
uished when coregistering the 2-D fluoroscopy data to 3-D
olumetric data. In the first approach, called image-based
egistration, the registration process is driven by the image
ontent. Angiographic image-based 2-D–3-D registration
as received ample attention in the literature.1–10 The
mage-based algorithms typically take a considerable
mount of time to compute, ranging from a few seconds for
ethods that use a model of the anatomy of interest up to a

ew minutes for some intensity-driven approaches.7 Be-
ause these algorithms use the image content, it should con-
ain sufficient landmark features. In registration methods
or angiographic applications, the features are usually pro-
ided by filling the vasculature with iodene contrast me-
ium, which is harmful for the patient. Most registration
ethods are based on a single projection, which leads to a

ather large registration error for the in-plane translation. As
ong as the projection angle does not change, this is not a
ig hurdle because it only leads to a slight mismatch in the
agnification factor between the 2-D and 3-D images.9

hen the C-arm is rotated, however, the in-plane transla-
ion error leads to a large shift between the 2-D and 3-D
mages. This effect can be overcome by using two projec-
ion images at an angle of �90 deg,8 but then the amount
f contrast medium doubles.

The second approach is known as machine-based regis-
ration. With the introduction of motorized calibrated
-arm x-ray angiography, 3-D reconstruction of the vascu-

ature came within reach. Because such 3-DRA data sets
re obtained with the same apparatus as the 2-D fluoros-
opy data, it is possible to calculate a registration based on
he state of the geometry �viewing incidence angles,
ource-detector distance, detector size, etc� and calibration
ata, provided that there was no patient motion between the
cquisition of the 3-DRA data and fluoroscopy data.11–13

his method also allows one to obtain a registration when
here are insufficient landmarks present in the images �e.g.,
ue to the absence of contrast die in the fluoroscopy im-
ges�. A further advantage of machine-based registration is
he fact that it can be computed in real time. Machine-based
egistration and image-based 2-D–3-D registration have
een compared by Baert et al.14 A method for determining
he incidence based on tracking a fiducial was proposed by
ournal of Electronic Imaging 033014-
Jain et al.15 We, however, do not use any fiducials, but
rather only use the information concerning the geometry
state, as is provided by the C-arm system.

In earlier work,16 we already proposed the combined
visualization of soft-tissue data and vasculature, which was
segmented in 3-DRA reconstructions. Here, we intend to
augment these data with the live fluoroscopy image stream,
which enables the clinician to real-time correlate, e.g., the
guide wire or catheter position to the soft-tissue data.

3 Method

3.1 Preprocessing
Our approach relies on the acquisition of a 3-DRA data set
at the beginning of the intervention �see Video 1�. The
3-DRA data set is coregistered to a soft-tissue data set, such
as CT or MR, which has been obtained prior to the inter-
vention �e.g., for diagnostic purposes�. Using 3-D image
registration during interventional treatment poses a number
of constraints on the registration algorithm. Especially, the
calculation time of the algorithm has to be limited because
the result of the registration process is to be used during the
intervention. In order to reduce the calculation time, the
graphics processing unit �GPU� is employed to accelerate
the registration algorithm.17,18

Because we focus on cerebral applications, and there are
only limited elastic transformations of the anatomical struc-
tures within the head, we can use a rigid registration �i.e.,
only a global translation and rotation�. Rigid registration
further has the property that it can be calculated relatively
robustly and quickly. We use mutual information as simi-
larity measure, as described by Maes et al.19 because it
performs very well on intermodality registration and does
not demand any a priori knowledge of the data sets. The
Powell algorithm20 is used as an optimizer. Optionally, the
image-based registration is preceded by a rough manual
registration. Stancanello et al. have shown that the capture
range of the registration is sufficient for usage during a
clinical intervention.21 Note that this preprocessing step
must be performed only once.

A further preprocessing step forms the creation of a tri-
angulated mesh, representing the vessel tree. In order to
obtain such a mesh, the vessels are segmented in the

Video 1 A 3-DRA data set can be acquired and reconstructed peri-
interventionally within a few seconds. To obtain such a data set, the
X-ray C-arm geometry follows a circular trajectory around the
anatomy of interest. The volumetric data are computed using a
cone-beam reconstruction algorithm �QuickTime, 5.6 MB�. �URL:
http://dx.doi.org/10.1117/1.3222939.1�.
Jul–Sep 2009/Vol. 18(3)2
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-DRA volume, which is a fairly easy task because the
odine contrast medium absorbs more x-rays than any other
ubstance present in the data set. The segmentation is
chieved by applying two thresholds. Any voxel that has an
ntensity that is below the lower threshold is marked as
ackground. Any voxel with an intensity higher than the
pper threshold is marked as vessel. Intensities between the
ower and upper thresholds are marked either as back-
round or vessel, depending on a connectivity criterion.22

he thresholds are automatically determined based on the
istogram of the volumetric data. From the segmented data,

mesh is extracted by applying the marching cubes
lgorithm.23

.2 2-D–3-D Registration
he machine-based registration involves determining the

ransformation of the coordinate space of the 3-DRA data
o the coordinate space of the fluoroscopy data. The x-ray
-arm system can rotate over three axes �see Fig. 1�a��. The

otation of the detector coordinate system, with respect to
he table, can be expressed as

M = RxRyRz. �1�

he C-arm system’s isocenter serves as origin for the rota-
ion matrices. The matrix M has to be corrected for devia-
ions from the ideally calculated orientation, based on the
alibration data. The calibration is performed by taking
-ray images from a known dodecahedron phantom from a
arge number of projections, equally distributed over the
emisphere of possible C-arm locations.24,25 For any posi-
ion in-between the calibrated positions, the deviations are
inearly averaged from the neighboring calibrated data.

After the rotation of the 3-DRA data set into the appro-
riate orientation, and a translation of the origin from the
ystem’s isocenter to center of the detector, there still re-
ains the task of projecting it with the proper perspective

see Fig. 1�b��. The perspective depends on the x-ray
ource-to-detector distance �SID� and the detector dimen-
ions. If the detector coordinate system uses the same met-
ic as the coordinate system of the 3-DRA data set �e.g.,

Z

Y

X
Rx

Ry

Rz
Focal spot

Volume

S

Detector

(a) (b)

ig. 1 �a� Degrees of freedom of the C-arm geometry and �b� the
irtual projection of a 3-DRA dataset on a fluoroscopy image.
ournal of Electronic Imaging 033014-
millimeters�, then the projection matrix will only depend on
the SID. The projection matrix, which can be applied on
homogenous coordinates �x ,y ,z ,w�, can then be written as

P =�
SID 0 0 0

0 SID 0 0

0 0 1 0

0 0 − 1 SID
� . �2�

3.3 Visualization
To achieve interactive frame rates and a minimal latency,
we seek to harvest the vast processing power of modern
off-the-shelf graphics hardware. This power can be ac-
cessed by using the DirectX or OpenGL API. In order to
render an image, first the triangulated mesh, representing
the vessels, is rendered in the frame buffer. Simultaneously,
the depths of the triangles are written in the z buffer. A
stencil buffer operation is defined to write a constant S1 to
the stencil buffer for every pixel in the frame buffer that is
filled by the mesh.

Consequently, a slab out of the soft-tissue data set is
mixed into the scene using direct volume rendering �see
Video 2�. The position, orientation and thickness of the slab
can be altered by the clinician. The slab is rendered by
evaluating the direct volume-rendering equation for each
pixel in the view port. The volume-rendering equation can
be approximated by the following summation:26,27

i = �
n=0

N 	�ncn 

n�=0

n

�1 − �n��� , �3�

whereby i denotes the resulting color of a ray, �n the opac-
ity of the volume at a given sample n, and cn the color at
the respective sample.

This summation can be broken down in N iterations over
the so-called overoperator,28 whereby the rays are traversed
in a back to front order

Video 2 Here the fused visualization of the 3-DRA vasculature �red�
and a slab from a soft-tissue CT data set �gray� is shown. The CT
slab is rendered semitransparent, and its position can be altered
interactively by the user �QuickTime, 3.3 MB�.
�URL: http://dx.doi.org/10.1117/1.3222939.2�.
Jul–Sep 2009/Vol. 18(3)3
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n+1 = �ncn + �1 − �n�Cn. �4�

ere, Cn denotes the intermediate value for a given ray.
fter N iterations, CN represents the final color of that par-

icular ray. N should be chosen such that every voxel is at
east sampled once �we use two samples per voxel�. Stan-
ard � blending, offered by DirectX or OpenGL, can be
sed to implement the overoperator. Equation �4� can be
valuated for all pixels in the frame buffer, simultaneously,
y using a set of N textured slices containing the slab data
see Fig. 2�. In iteration n, the textured slice n is then
lended into the frame buffer, under the appropriate trans-
ation, rotation, and perspective, whereby the slices are pro-
essed in a back-to-front order, from the perspective of the
iewer. After each iteration, every pixel in the frame buffer
epresents its respective Cn+1 value29

The triangulated mesh is already present in the frame
uffer when the textured slices are rendered. To mix the
riangulated mesh and the direct volume rendering, we test
he z buffer at each iteration of the overoperator. If the
-buffer test shows that, for a particular pixel, the position
f the present sample of the ray is further away from the
iewer than the triangle in the frame buffer, then the frame
uffer remains unchanged. The first sample that lies closer
o the viewer will take the present value of the frame buffer
s input, which was written by rendering the triangulated
esh. In this way, the color of the mesh is blended into the

olume-rendering equation at the appropriate place.
The registration matrix, which was calculated in the first

reprocessing step, is applied to the position of the slices.
his makes a resampling of the slab with the soft-tissue
ata to the grid of the 3-DRA data unnecessary, leading to
better image quality.30 Also, while rendering the slab, a

tencil buffer operation is defined to write constant S2 to
very pixel that receives a color value from the direct
olume-rendering process, with ��0. The S1 labels can be
verwritten by this operation.

Finally, the current fluoroscopy image is blended into
he frame buffer. This is done in two passes. The action that
s performed on a given pixel in a certain pass is deter-

ined by the value in the stencil buffer. S1 in the stencil
uffer means that the vessel tree is depicted in that pixel, S2
orresponds to the soft-tissue data. If the stencil buffer is
mpty at a certain pixel position, then that particular pixel
as not been filled with any information yet �background�.

 !"#$
&'!(

()*(+,)-
&$.")

-.&'$#/ ,#/&#0'$)

(a)

Fig. 2 �a� Volume rendering involves the evalu
passing through the pixels of the display. The
evaluated sequentially. Rather for a single slic
processed. �b� A volume rendered data set wit
same volume-rendered data set with a small di
ournal of Electronic Imaging 033014-
Because the S1, S2, and empty regions are addressed indi-
vidually, different blending and image processing opera-
tions can be performed to these regions �compare Figs. 3�a�
and 3�b��. For instance, a spatial sharpening to enhance
small details and a temporal smoothing to reduce noise can
be applied to the vessel region.

The fluoroscopy data that overlay the background can
contain some anatomical landmarks that are relevant to the
physician. The most important part of the fluoroscopy im-
age, though, is to be found inside the vessel region, because
the movement of the endovascular devices is supposed to
be contained within this region. This hierarchy is reflected
in the intensity and filtering of the fluoroscopy data stream.
The fluoroscopic information that overlays the soft-tissue
slab could be suppressed to reduce cluttering of information
in this region �see Fig. 4�.

4 Clinical Use
The availability of the live fluoroscopy image stream com-
bined with the vasculature segmented from the 3-DRA data
set and the registered soft-tissue �CT or MR� data set dur-
ing the intervention is of great clinical relevance. The com-
bination of the fluoroscopy image with the 3-DRA vessel
tree provides the advantage that the guide wire and catheter

(b) (c)

of the volume render equation along the rays,
of textured slices means that the rays are not
ontribution of the sample points to all rays is
intervals between the textured slices. �c� The
between the textured slices.

(a) (b)

Fig. 3 �a� In the first fluoroscopy overlay pass, the pixels that are
labeled S1 �vessel� in the stencil buffer are treated. In this case, a
sharpening filter was applied to the fluoroscopy data before they
were blended with the frame buffer content. �b� In the second pass,
the pixels that were labeled as background in the stencil buffer are
processed. The fluoroscopy data are written without being sharp-
ened, and the intensity is reduced.
ation
usage
e the c
h large
stance
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osition can be located with respect to the vessel tree, with-
ut additional contrast injection �see Fig. 4�d��, while the
-arm position and the x-ray SID can be altered freely.13

ven during, e.g., rotations of the C-arm, the machine-
ased 2-D–3-D registration will always be up to date. The
dditional visualization of the soft-tissue data allows one to
orrelate the position of the guide wire and catheter to pa-
hologies that are only visible in the soft-tissue data. Espe-
ially, the fact that this information is available in real time
akes it very suitable for navigation.
The slab with the soft-tissue data can be moved, its

idth can be changed, and its orientation can be rotated
reely to visualize different parts of the anatomical data set.
n this way, the optimal view of a certain pathology can be
etermined. The implementation of the rendering running
n the GPU offers interactive speed throughout.

The integration 3-D multimodality data can be used in

(a) (b)

(c) (d)

(e) (f)

ig. 4 �a� A CT image, clearly showing a tumor, �b� CT data set,
egistered with the 3-DRA data set, �c� a single frame from the fluo-
oscopy image stream, �d� the fluoroscopy image mixed with the
essel tree from the 3-DRA data set, and �e� the fluoroscopy image,
he 3-DRA vasculature, and a slab from the CT data. �f� The fluoros-
opy image outside the 3-DRA vessel tree is darkened.
ournal of Electronic Imaging 033014-
the following treatments: �i� navigation to the optimal po-
sition for intra-arterial particle injection in endovascular
embolization of intracranial neoplastic tissue, and arterio-
venous malformation �AVM� treatment, prior to stereotactic
radiation surgery, �ii� navigation to the optimal position for
intracranial stenting in cases where aneurysms are pressing
on surrounding eloquent and motoric brain tissue, �iii� navi-
gation in the vessel portions to be embolized in, e.g., hem-
orrhagic stroke, �iv� navigation in the vessel segments
where thrombolytic therapy should be applied in, e.g., is-
chemic stroke or vascular vasospasms.

Feedback from clinicians reported the presented ap-
proach to facilitate navigation in supra-aortic vessels from
arch to skull base levels.31 Less contrast medium was used
than for traditional road mapping, while the hazard of
thromboembolic events associated with direct catheteriza-
tion was potentially reduced. The accuracy of registration
was deemed satisfactory for clinical practice.

5 Results
The GPU implementation of the mutual information–based
registration algorithm takes �8 s to register the 3-DRA
data set and the soft-tissue data set in the preprocessing
step. The extraction of the mesh that represents the vessels,
the another preprocessing step, takes 300 ms. Overall, it
can be concluded that these times are very acceptable and
do not hinder the interventional procedure, especially be-
cause the preprocessing step has to be performed only once.

Given a certain set of viewing incidence angles, it takes
a mere 1.5 �s to calculate the matrix, which expresses the
2-D–3-D registration between the 3-DRA data set and the
fluoroscopy image. It is important that this part can be cal-
culated in real time because it should be updated on the fly,
when the geometry pose of the x-ray C-arm system
changes. The augmented visualization, consisting of a mesh
extracted from a 2563 voxel 3-DRA dataset, a volume-
rendered slab from a 2562�198 voxel CT data-set and the
fluoroscopy image stream, can be displayed at an average
frame rate of 38 fps. All figures were measured on a Xeon
3.6-GHz machine with 2 GB of memory, and a nVidia
QuadroFX 3400 graphics card with 256 MB of memory,
using the data sets that are depicted in Fig. 4.

6 Conclusions
In this paper, a method for the combined visualization of
the cerebral blood vessels segmented from 3-DRA data
sets, data sets containing the surrounding anatomy such as
CT or MR, and the live fluoroscopy data has been pre-
sented. The method is especially targeted for use in mini-
mally invasive vascular procedures and distinguishes itself
in the fact that it adds contextual information to the fluo-
roscopy images and 3-D vasculature.

The steps necessary to achieve this visualization have
been described. First, an image-based registration of the
3-DRA data set and the soft-tissue data set has to be per-
formed. We have demonstrated that the capture range is
sufficient for interventional usage and that, due to the ac-
celeration by the graphics hardware, the calculation time is
very limited �Video 3�. The machine-based registration be-
tween the fluoroscopy image and the 3-DRA data only de-
pends on the geometry incidence angles, the x-ray SID, and
the calibration data. It can be easily calculated in real time.
Jul–Sep 2009/Vol. 18(3)5
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lso, we described how the visualization can be imple-
ented to employ the possibilities of modern off-the-shelf

raphic cards, allowing real-time display of the registered
ata with the live fluoroscopy image stream �Video 4�. Fur-
her possible clinical applications have been identified, and
t has been demonstrated how the presented method can be
mployed in those applications.

The strength of the described approach lies in its real-
ime nature, which is primarily achieved by the on-the-fly

ideo 3 During the preprocessing step, the 3-DRA data and the
oft-tissue data are registered, using a GPU-accelerated mutual in-
ormation registration method. The video shows the registration pro-
ess in real time. At the beginning, the soft-tissue MR data �yellow�
nd the 3-DRA data �blue� are unregistered. At the end of the reg-

stration process, the boney landmarks in both data sets overlap and
he brain tissue in the MR data are nicely contained within the skull
n the 3-DRA data �QuickTime, 1.9 MB�.
URL: http://dx.doi.org/10.1117/1.3222939.3�.

ideo 4 The machine-based 2-D–3-D registration allows one to
verlay the 3-D vasculature �red� and the live X-ray fluoroscopy im-
ges �gray� in real time. The physician can navigate the guide wire
white line� without injecting contrast agent because the containing
essels and its bifurcations are clearly shown by the 3-DRA data.
he video shows that any manipulations of the viewing incidence of

he C-arm geometry are applied immediately to the 3-D vasculature
QuickTime, 1.9 MB�. �URL: http://dx.doi.org/10.1117/1.3222939.4�.
ournal of Electronic Imaging 033014-
2-D–3-D registration, and the GPU-accelerated–fused visu-
alization. The interactive real-time aspect contributes to the
3D perception of the anatomy and pathologies during an
intervention. A possible disadvantage of the present method
is the fact that patient motion will render the 2-D–3-D reg-
istration to be invalid. Therefore, future work could com-
bine machine-based registration with image-based registra-
tion to correct for patient motion.
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