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View Interpolation for Medical Images on
Autostereoscopic Displays
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Abstract—We present an approach for efficient rendering
and transmitting views to a high-resolution autostereoscopic
display for medical purposes. Displaying biomedical images on
an autostereoscopic display poses different requirements than
in a consumer case. For medical usage, it is essential that the
perceived image represents the actual clinical data and offers
sufficiently high quality for diagnosis or understanding. Au-
tostereoscopic display of multiple views introduces two hurdles:
transmission of multi-view data through a bandwidth-limited
channel and the computation time of the volume rendering
algorithm. We address both issues by generating and transmitting
limited set of views enhanced with a depth signal per view. We
propose an efficient view interpolation and rendering algorithm
at the receiver side based on texture+depth data representation,
which can operate with a limited amount of views. We study the
main artifacts that occur during rendering — occlusions, and we
quantify them first for a synthetic model and then for real-world
biomedical data. The experimental results allow us to quantify
the Peak Signal-to-Noise Ratio (PSNR) for rendered texture and
depth as well as the amount of disoccluded pixels as a function
of the angle between surrounding cameras.

Index Terms—Depth Image Based Rendering (DIBR), view
interpolation, rendering quality, three-dimensional displays,
biomedical imaging.

I. INTRODUCTION

HE INTRODUCTION of autostereoscopic displays to

a clinical setting allows physicians to perceive depth
in medical images. The addition of depth perception leads
to a faster and better interpretation of the morphology of
the patient’s pathology and contextual anatomy. Stereoscopic
images are being used in various clinical applications, such as
surgical planning [1], surgical navigation [2]-[4], minimally
invasive endoscopic surgery [S], autostereoscopic intracranial
MRA visualization [6], etc. Autostereoscopic visualization
of the patient’s anatomy has the potential to be combined
with augmented reality, which has been reported to increase
the surgical instrument placement accuracy [3]. Displaying
medical images in a clinical context imposes several restric-
tions on the image transmission chain. A digital imaging
chain may contain errors and artifacts. Such errors involve
image digitization, compression, transfer function limitations,
dynamic range limitations, etc., which have to be kept below
a stringent threshold. The obvious reason for this is the fact

S. Zinger, L. Do, and P. H. N. de With are with the Video Coding
and Architectures Research group, Eindhoven University of Technology,
Eindhoven, the Netherlands. Email: {s.zinger, q.1.do, p.h.n.de.with} @tue.nl.

D. Ruijters is with the interventional X-Ray (iXR) Innovation department,
Philips Healthcare, Best, the Netherlands. Email: danny.ruijters @ philips.com.

Manuscript received July 14, 2010; revised March 6, 2011.

that medical decisions are taken based on these images, and
flaws in the image may lead to misinterpretations.

The development of high-resolution LCD grids (such as
QuadHD grids) has brought high-resolution autostereoscopic
screens within reach. However, these screens introduce a new
challenge, since the amount of the visualized data becomes
enormous, while the images have to be rendered and conveyed
to the display in real-time. To cope with this, we intend to
transmit fewer views than the autostereoscopic display emits,
and to render the missing views at the receiver side using 2D
texture+depth information. To this end, the display unit in the
operating room is extended with embedded receiver hardware.
The development of such embedded hardware is the objective
of the iGlance project [7]. This approach alleviates the huge
computational costs involved with a multi-view rendering
system, as fewer views need to be generated. Further, it
reduces the strain on the transmission channel between the
image processing unit and the receiver in the operating room,
since less data has to be transmitted, which is cost efficient and
allows existing bandwidth-limited infrastructures to be used.

To this end, we introduce the context of stereoscopic visu-
alizations for clinical purposes (see e.g., Figure 1). We present
our solution of dealing with a bandwidth-limited channel
while facing processing resources constraints at the medical
workstation. A further contribution of this article is the step-
by-step description of our improved rendering algorithm and
its quantitative results on a synthetic model as well as on real-
world biomedical data. Although limiting the amount of views
seems an attractive choice for both bandwidth and rendering
at first glance, it generates another problem for visualization.
Using fewer views, the reconstruction of the missing views
that represent the 3D scene will become more vulnerable for
artifacts such as occlusions at the borders of objects. For this
reason, the view interpolation and rendering algorithm has
to be designed for a proper handling of those reconstruction
problems. This forms a considerable part of the processing
studied in this paper.

The paper is organized as follows. Section II introduces
stereoscopic displaying and its properties. Section III discusses
view interpolation, the artifacts it produces as well as the
constraints that we impose on it. We describe the view
interpolation algorithm in Section IV. Our experimental results
are shown in Section V, and our conclusions are presented in
Section VI.
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Fig. 1. An 42” autostereoscopic display (top right display, red arrow), which
has been mounted in the operating room (OR) at a viewing distance of 3
meters to the work spot of the surgeon.

II. AUTOSTEREOSCOPIC DISPLAY

A stereoscopic display presents the viewer with different
images for the left and the right eye. Provided that these
images contain proper stereoscopic information, the viewer
will have the sensation of seeing depth. Principally there are
two kinds of stereoscopic displays: the first type requires
the viewer to wear goggles or glasses, and the second type,
called autostereoscopic display, allows stereoscopic viewing
without any external aid. For the usage of such displays during
medical interventions, the absence of goggles is a significant
benefit, since there is no compromise of sterility by any
external attributes and the goggles might be considered to be
disturbing when the clinician is not looking at the stereoscopic
display (which typically will be the case during a major part
of the clinical procedure) [8]. In contrast to the binocular
stereoscope, mutli-view autostereoscopic displays emit more
than two views (which in principle would be enough for
stereoscopy), in order to have a wider range where the observer
can see a proper stereoscopic image, and to allow multiple
viewers to perceive the stereoscopic image [3]. Especially in
the operating room, where the observer is not fixed to a single
spot, this is of relevance.

Popular techniques to achieve autostereoscopy are parallax
barrier and lenticular displays. Both techniques can be used
to implement multi-view displays. In parallax barrier displays,
a raster of slits is placed at a small distance in front of the
display, showing a different subset of pixels when viewing it

/.1

Fig. 2. The same scene rendered from the most left and most right viewpoint.

from various angles. A multi-view autostereoscopic lenticular
display consists of a cover sheet of cylindrical lenses (lentic-
ulars) placed on top of an LCD, in such a way that the LCD
image plane is positioned at the focal plane of the lenses [9].
As a consequence of this arrangement, different LCD pixels
underneath the lenses become visible when viewed from a set
of predetermined directions. The fact that mutually exclusive
subsets of LCD pixels are assigned to different views (spatial
multiplex), leads to a lower effective resolution per view than
the intrinsic resolution of the LCD grid [10]. In order to
distribute this loss of resolution over the horizontal and vertical
axis, the lenticular cylindrical lenses are not placed vertically
and parallel to the LCD column, but slanted at a small angle.

When the pixels of the autostereoscopic display are loaded
with suitable stereo information, a 3D stereo effect is obtained,
in which the left and right eye see different, but corresponding,
information, see Figure 2 [11]. Most commercially available
display lines offer eight or nine distinct views, but our tech-
nology will be applicable to any number of views. The stereo-
scopic views have to be loaded with the images corresponding
to the angle they are emitted. The angle between the views
is typically in the range of 1-5°, depending on the monitor
setup. In clinical interventional applications, the screen is
typically mounted at the opposite side of the patient table with
respect to the surgeon. The viewing distance amounts from
approximately 1.5 meters to 5 meters. For example, assuming
a 7-cm distance between the left and right eye, and 3 meters
from the viewer to the screen, delivers a 1.3° viewing angle
between the view for the left and right eye.

Medical data typically consists of voxel data sets of several
hundreds of Megabytes, which can be visualized through a
technique called volume rendering [11]-[13]. The raw voxel
data typically consists of 12-bit or 16-bit scalar data. Often
a transfer function is used to zoom on a user-defined scalar
range. This transfer function can also be used to map the
scalar data on RGB colors and transparencies. The result of
the volume rendering is typically stored as 24-bit RGB images.
The individual views displayed on the autostereoscopic display
are generated on the medical workstation. A naive approach
would be to simply generate an image for every view that
is displayed. In case of displaying a scene at 25 frames per
second on a 9-view autostereoscopic screen, this would require
rendering 225 views per second. In case of a 256-MB 3D data
set (5123 voxels, 16-bit per voxel), the naive approach would
need to parse more than 56 GB per second. Alternatively,
Hiibner and Pajarola have proposed to generate the composed
multi-view volume rendered data in a single pass [12]. Though
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Fig. 3. Only the images of the gray cameras are rendered and transmitted.
For the white cameras only their parameters (position, field of view, etc.) are
transmitted. The missing views are interpolated at the receiver side. Finally
all views are emitted to their respective angle by the lenticular display.

this approach leads to a slightly better image quality, it does
not reduce the strain on volume rendering bottleneck, nor on
the transmission channel. In this paper, we propose a technique
that avoids rendering all views, and transmits only a selection
of those views and then interpolates the missing views at the
receiver (see Figure 3). In this way, the load on the 3D volume
rendering pipeline is reduced. This method does require,
though, a depth map for the views that are being rendered.
Luckily, this depth map can be easily created during the
volume rendering process, without demanding any significant
processing resources. The volume rendering process involves
traversing a ray through the voxel volume for each pixel in
the image. The depth value of a given pixel is then defined as
the distance to the first opaque voxel (non-zero alpha value)
that the ray encounters during traversal [14].

III. VIEW INTERPOLATION
A. Principle

In order to reduce the load of the 3D rendering on the
workstation and the transmission channel, we create fewer
views than those displayed on the lenticular screen. The
missing views are interpolated after decoding the video stream
at the receiver side, see Figure 4 [7].

As a start, the concept of our interpolation is adopted from
free-viewpoint rendering [15]. This method takes into account
the camera parameters and the depth information per pixel.
This depth quantifies the distance between the screen and the
object displayed at a particular pixel. The camera focus point
and the pixel location define a ray in a virtual ray space [16].
By using this information, more accurate interpolated views
can be created than using a naive interpolation method, such
as linear interpolation. The conceptual chain for multi-view
imaging from rendering to display is illustrated in Figure 3.

A QuadHD LCD grid consists of 3840 x 2160 pixels.
Assuming that a 9-view QuadHD autostereoscopic display
is used, it would make sense to build up a single view in
a resolution of 1280 x 720 pixels [11]. The views that are
used for the interpolation algorithm can consist of 32 bits per
pixel, where 24 bits are required for the RGB components and
8 bits for depth information. Usage in clinical interventions
requires a minimum frame rate of 24 frames per second (fps).
When for example four views are transmitted at 24 fps, and
the others are interpolated, this would require a bandwidth
of 4 views x 1280 x 720 pixels x 24 fps x 32 bits = 2.6
Gbit/s (for uncompressed video data) versus 4.4 Gbit/s for

Fig. 4. Two possible configurations for 4 transmitted views, and 9 displayed
views. Solid black: transmitted views that can be mapped directly on an output
view. Dashed: transmitted views that cannot be mapped on an output view.
Light blue: interpolated view.
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Fig. 5. Depending on the viewing position, different parts of a background
object are occluded.

9 views without depth information. Furthermore, the load on
the volume rendering bottleneck on the medical workstation
is reduced considerably, since only 4/9 of the data rendered
in the naive approach needs to be generated.

B. Artifacts resulting from rendering

A key artifact that may appear when using free-viewpoint
interpolation is the occurrence of disocclusions [17], [18].
When this happens, a part of the scene becomes visible that
was hidden in any of the transmitted views, see Figure 5.
Consequently, there is no proper information available that
should be filled in at the affected pixels. Fortunately, the
impact of this effect is very limited for our application, since
the transmitted views and the interpolated views are very close
to each other. Disocclusions mainly occur for views that are
rather far apart, which is not the case for our setup.

Another related artifact of free-viewpoint interpolation con-
cerns semi-transparent parts of the depicted scene. The free-
viewpoint algorithm expects a single depth value per pixel.
However, when the object that is being depicted is semi-
transparent, a pixel can contain visible information that is
composed of the light that is reflected by several objects.
Once the reflected light has been blended into a single pixel
color, it is impossible to dissect it. In the rendering of 3D
medical data, this effect is even amplified, since the depicted
data is often the result of a volume rendering process [8],
[11], whereby a ray of light traverses through a continuous
range of semi-transparent material. Therefore, the proposed
technique is limited to representations whereby the majority
of the volume consists of completely transparent data together
with more or less opaque data, as is demonstrated in Section V.

C. Constraints of the rendering process

Since the medical context demands that there are no severe
artifacts, the angle between the virtual cameras has to be small,
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Fig. 6. Block diagram for the proposed DIBR algorithm.

because it will lead to high similarities between the inter-
polated and the original views, and thus fewer interpolation
artifacts. Furthermore, the small angles will lead to fewer and
smaller disoccluded areas. This is particularly important, as the
content of the disoccluded areas has to be extrapolated from
the surrounding information. Because the images are input to
medical decisions, it is essential that the artifacts do not lead
to misinterpretations of the interpolated images.

It is our aim to achieve a real-time hardware implementation
of the proposed interpolation method. Therefore the complex-
ity of the post-processing has to be limited. The rendering
algorithm should be simple, while providing an acceptable
quality of the rendering results.

IV. INTERPOLATION ALGORITHM

A. Image warping

Depth Image Based Rendering (DIBR) algorithms are
based on warping the image from a camera view to an-
other view [19]. Let us specify this in some more detail.
Consider a 3D point at homogeneous coordinates P, =
(Xw, Y, Zuw, 1), captured by two cameras and projected
onto the reference and synthetic image plane at pixel positions
p1 and po. The 3D position of the original point P, in the
Euclidean domain can be written as

P, = (K;R;) " (\ip; + K;R;Cy), (1)

where matrix R; describes the orientation of the camera i, K;
represents the 3 X 3 intrinsic parameter matrix of camera 1,
and C; gives the coordinates of the camera center. Parameter
A; represents the positive scaling factor defining the position
of the 3D point on the ray through point p;. Assuming that
Camera 1 is located at the world coordinate system origin and
looking into the Z direction, i.e., the direction from the origin
to P,, we can write the warping equation as

Aop2 = Ko Ro K ' Zyp1 — Ko Ry Co. )

Equation (2) constitutes the 3D image warping equation
that enables the synthesis of the virtual view from a reference
texture view and a corresponding depth image. This equation
specifies the computation for one pixel only, so that it has
to be performed for the entire image. The depth map of the
virtual view can be obtained in a similar manner, given the
depth map of the real view.

B. Algorithm backbone

The aforementioned warping forms the basis ingredient
for our view interpolation algorithm [20]. The algorithm is
illustrated in Figure 6. In multi-view video, the information
for warping is taken from the two surrounding camera views,
Iy, and IR, to render a new synthetic view I,.,. Typically,
two warped images are blended to create a synthetic view at
the new position:

Inew - Wa'rp(IL) D Wa'rp(IR)a (3)

where Warp is a warping operation and the operation &
denotes blending of the warped views. Such an approach
requires several post-filtering algorithms, in order to improve
the visual quality of the results and it is especially important
to close the empty areas on the resulting image caused by
occlusions. Initial images I; and I may be divided into
layers, prior to performing the warping as described in [21].

The latest research has shown that a better rendering quality
is possible when we first create a depth map for a new im-
age [22], [23], since it provides better handling of disoccluded
areas. Using this depth map, we perform an “inverse mapping”
in order to obtain texture values for I, - the new image to
be rendered. In this case, we have two main stages of the
rendering algorithm: 1) create a depth map Depth,e,, for
I ew; 2) create a texture of the new image [,eq-

The above two stages, which form the backbone of the ren-
dering algorithm, are similar to the approach of Morvan [22]
and Mori et al. [23]. Our method additionally employs the sur-
rounding depth information to fill in the disoccluded regions
more reliably, avoiding cracks in the interpolated image. A
detailed evaluation can be found in [24].

C. Depth map creation

The depth map creation consists of the following steps.
1. Combine warped depth maps. Combine the depth maps
warped from the closest left and right cameras:

Depthcomb =C (Wan(D@pthL), Warp(DepthR)) ’ (4)

where C' defines the operation of combining two depth
maps of both neighboring input cameras by taking the depth
values that are closer to the virtual camera. For example, C' is
set to Warp(Depthy,(x,y)) when it is closer to the camera.
In practice, combining warped depth maps means taking a
maximum or minimum value of each couple of corresponding
pixels.

2. Median filtering. The filtering function called
Median(Depth.oms) involves applying median filtering
to the depth map obtained at the previous step. We take
a 3 x 3 window for the median filter, which allows us to
find pixel values that occurred due to rounding of pixel
coordinates during the warping. Typically, the rounding of
pixel coordinates occasionally produces line-shaped gaps of
one pixel width, and a 3 x 3 window is sufficient to close
these gaps.

3. Occlusion processing. The resulting image still contains
empty regions - disoccluded areas. The following operation
finds values for filling in these regions by taking the closest
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found background value of the depth map obtained at the
previous step. We perform search in eight directions from each
empty pixel and take the value closest to the depth of the
background:

Depthpew = Occ_filling (Median(Deptheoms)) . (5)

For a practical implementation, it means that we take a
minimum or a maximum depth value (depending on which
depth value represents the background). We aim at finding
eight values around an empty pixel. If one of the surrounding
eight pixels is also empty, which is often the case, then we
move further in the same direction until we find a pixel
containing a depth value.

D. Texture creation

Besides the depth image, we need to compute the texture of
the new view, which is the final objective. The texture I,
is created by the following operations.

1. Warping textures for the new view. The new texture image
is based on pixels from the left and right texture images. We
select the pixels from the left and right image according to
the “inverse warping” of the intermediate depth image. This
results in

Texture; = Warpi_l(Depthnew) (6)

where index i represents the left or right camera, and Warp—!

is “inverse warping” - from the location of the new image to
a position where the existing left (or right) view is located.
When warping, we use the coordinates of the depth map to
obtain the corresponding coordinates of the texture at the left
(or right) view.

2. Blending. The textures obtained at the previous step are
blended, specified by:

Texturepended = Dilate(Texturey) ® Dilate(Texturer),
(N
where Dilate is depth map-based filtering which aims at pre-
venting ghosting artifacts. These artifacts result from warping
the contours of objects that are often represented in the texture
as a mixture of foreground and background pixels. We dilate
the empty areas on the textures with a square 5 x 5 structural
element. This removes the ghosting artifacts already present
on the contours of these areas. Afterwards, the textures are
blended. The drawback of this method is that it leads to larger
empty areas in the textures, therefore requiring more occlusion
filling operations. Experimental results have shown that the
ghosting artifacts are typically two pixels wide, which means
that at least a 5 x 5 structural element is needed to avoid
them [24]. For computational efficiency we do not use a larger
kernel.
3. Occlusion filling. Finally, the rendered image is created
from the blended texture and by filling the occlusion holes:

Iew = Oce_filling(Texturepiended)- )

In our optimized version of this rendering approach, both
texture and depth are warped simultaneously but kept sep-
arated [25]. This leads to less warping operations, thereby
increasing the execution speed of the algorithm.

Cylinders

Frustum ~o~

“\#Camera

Fig. 7. Synthetic model containing three rows of six cylinders in each row.
Left: Schematic setup. Right: Rendering of the synthetic model.

V. EXPERIMENTAL RESULTS

In this section, we present the results regarding the image
quality of the view interpolation applied to biomedical images.
We study the view interpolation quality as a function of the
angle between the two nearest cameras. The angle between
cameras has to be chosen such that the quality of the ren-
dered views stays sufficiently high for medical application.
With the development of multi-view technologies for medical
applications, we expect that the amount of occluded pixels will
be bounded and subject to regulation. Therefore we measure
explicitly the number of occluded pixels as a function of the
angle between two nearest cameras. The angle between the
cameras then will have to be selected such that the amount of
occluded pixels stays limited and below a quality threshold.
In the following, we show our rendering results for synthetic
and real data.

Varying the angles between the two nearest cameras, we
calculate the following quality metrics: the Mean Absolute
Error (MAE) of depth values as a percentage of the maximum
depth value for this data, defined as

1
MAE = NZ‘YU(S) _Yref(3)|’ (9)
seS
where S is the discrete image space, N the number of pixels in
S, Y, and Y,..; the luminance of the interpolated and reference
image respectively. The Peak Signal-to-Noise Ratio (PSNR)
for textures, defined as

PSNR = 20logy, (%) , with
(10)
MSE =4 ¥ (Ya(s) -
seS

Yres(s))*

and the Percentage of occluded pixels (OP) that belong to the
cylinders, defined as

Nocc (11)
N )

where N, is the amount of occluded pixels (which will be
filled by the inpainting procedure).

Our first data set is a synthesized model that consists of
three rows composed of six cylinders each, shown in Figure 7.
The form of the cylinders corresponds roughly to the form
of the blood vessels which are to be visualized in medical
applications. We took three layers of cylinders to emulate the
common situation that the blood vessels occlude each other.
The quality of the rendering algorithm will therefore depend
on its ability to handle the disoccluded areas. Figures 8-10

OP =100-
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Fig. 8. Mean absolute error of depth values in percentage of the maximum
depth value calculated for the model of cylinders.

2F o ® i

315 b

305 » ,

30 °

PSNR texture cylinders

201 : : . ]

285 i | i . ; o0
0

2 3 4
angle between 2 basis cameras

Fig. 9. PSNR of texture values for the model of cylinders.

illustrate the performance of the rendering algorithm when
the angle between the initial left and right views changes.
Figures 8 and 9 characterize the rendering algorithm by its
quality for depth maps and textures, respectively. Obviously,
the results deteriorate when the angle between the initial views
increases.

Figure 10 shows the number of occluded pixels on the
cylinders as a function of the angle between the surrounding
views. The number of such pixels is an important parameter
of the model and of the camera setting. Pixels in disoccluded
areas will be filled in by our rendering algorithm, and this
filling procedure is error-prone. These are the pixels where
errors may occur, causing wrong visualization and therefore
mistakes in the medical diagnosis and treatment. This moti-
vates us to quantify the number of such pixels and to study
how this number changes when increasing the angle between
the surrounding cameras. It can be observed that the results
show a consistent behavior as a function of the increasing
camera angle. As will become clear later, the results are also
in accordance with the results of a real-world data set showing
the same consistent behavior.

In order to check the relevance of our synthetic model of
cylinders, we have performed the quality assessment of a mesh

25 °

9% occlusions on cylinders

angle between 2 basis cameras

Fig. 10. Percentage of the occluded pixels as a function of the angle between
nearest cameras for the model of cylinders.

Fig. 11.  Visualization of blood vessels which is based on real 3D data
measurements.

extracted from a real-world medical data set, as shown in
Figure 11. A mesh representing the segmented vessels was
created, and the interpolated image given a left and right
camera image has been compared to the ground-truth image,
see Figure 12. The mean error in depth, PSNR and percentage
of occluded pixels has been calculated for increasing camera
angles (Figures 13-15), illustrating the errors that occur with
increasing camera angles that can lead to image artifacts for
real-world data. Such plots can be used to determine which
camera angle is still possible, provided that a desired maximal
and average artifact level is specified.

Comparing the results from the synthetic model and the real
world mesh, we can see that the view interpolation quality
provided by our rendering is higher for the real world mesh,
when compared to the model with cylinders. This holds for
all three types of measurements that we have performed: the
mean absolute error of depth as a percentage of the maximal
depth value is about two times lower for the real data; the
PSNR of the texture is about 2 dB higher for the real data;
the percentage of occluded pixels is significantly higher for
the synthetic data (4.5%) compared to the real data (1.3%).
From these observations, we can conclude that the model with
cylinders can be used for estimating the worst-case scenario
of rendering and for finding a suitable angle between the
neighboring views.

In order to analyze to which extend the observed results
are valid for volume rendered medical data, we have also



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. X, NO. X, MAY 2011 7

Fig. 12. Top left: Reference rendering of the mesh model representing the
vessels. Top right: interpolated view for the same camera position. Bottom
left: interpolated image using only the left camera. Green pixels identify
the disoccluded areas. Bottom right: interpolated image using only the right
camera.
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Fig. 13.  Mean absolute error of depth values in percentage of the maximum
depth value calculated for a mesh extracted from real world data.
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Fig. 14. PSNR of texture values for a mesh extracted from real world data.
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Fig. 15. Percentage of the occluded pixels as a function of the angle between
nearest cameras for a mesh extracted from real world data.

Fig. 16. Left: ground truth reference volume rendering for a given camera
position. Right: interpolated image, using two neighboring volume rendered
images, whereby the cameras are 2.5° apart.

interpolated volume rendered images of the same real world
data set. As can be seen from Figure 16, the interpolated image
and the ground truth image are very similar. Most pronounced
differences can be observed at the edges of the vessels, which
contain semi-transparent voxels. Figure 17 shows the resulting
PSNR of interpolating volume rendered images versus mesh
rendered images, using the same data set. For small angles, the
interpolated volume rendered images are significantly better
than the mesh results. The mesh was covered with a high-
frequent texture, which leads to different pixel values even for
small deviations in the sample locations. The volume rendered
images, on the other hand, are relatively smooth, which results
in far smaller deviating pixel values. Only for relatively large
angles (> 5°) the PSNR becomes comparable to the PSNR of
the mesh.

The opacity A of a ray being traced through a voxel volume
is given by

Aipi=1-4;) 0, + A, (12)

whereby « represents the opacity of the current sample ¢ [13].
From Equation 12 it can be understood that even modestly
transparent voxels saturate a ray rather soon, e.g., three sam-
ples with opacity a = 0.35 already yield A = 0.73. In order to
examine the influence of transparency in the volume rendering
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Fig. 17.  PSNR of interpolation of volume rendered and mesh rendered
images of the data set in Figure 11.

Fig. 18.  Top: Extremely low opacities are assigned to the soft-tissue
voxels, resulting in depth values that correspond to the location of the skin
of the patient. Bottom left: fragment of the ground-truth image. Bottom
right: fragment of the interpolated image when the cameras are 2.5° apart.
Especially for objects that lie far from the skin surface, such as the small
vessels at the left, a ghost image appears.

algorithm, we generated images whereby the soft-tissues in the
volume were assigned extremely low opacities. It should be
noted that this is not common when rendering vascular data
in the clinic, and the purpose was just to understand the effect
on the interpolated result. As becomes clear from Figure 18,
this leads to severe artifacts for objects that lie considerably
deeper than the first non-transparent voxel.

Table I compares the average time necessary to generate
a view using view interpolation and volume rendering. Obvi-
ously, those times become larger when more pixels need to be
rendered and more voxels need to be processed. As can be seen

TABLE 1
COMPARISON OF VIEW INTERPOLATION, GIVEN TWO NEIGHBORING
VIEWS AND DEPTH MAPS, VERSUS VOLUME RENDERING OF VOXEL DATA
CONSISTING OF 1283 (SEE FIGURE 11) AND 5122 - 396 VOXELS
RESPECTIVELY. THE VIEW INTERPOLATION AND THE VOLUME
RENDERING IMPLEMENTATIONS WERE GPU ACCELERATED. THE FIGURES
REPRESENT THE AVERAGE TIME IN MILLISECONDS TO GENERATE A
SINGLE FRAME IN THE REQUESTED RESOLUTION. ALL MEASUREMENTS
WERE TAKEN ON AN INTEL XEON 3.6 GHZ MACHINE WITH AN NVIDIA
QUADRO 2000 GPU WITH 1GB ON-BOARD MEMORY.

view resolution | interpolation 1283 voxels 5122 - 396 voxels
512512 5.54 31.67 81.97
800 - 600 9.63 34.20 114.63
1024 - 768 16.38 50.83 163.93
1280 - 1024 25.58 97.09 218.34
1920 - 1080 40.94 114.94 280.90

from the table, the view interpolation is always significantly
faster than volume rendering, even when rendering relatively
small volumes.

VI. DISCUSSION AND CONCLUSIONS

We have presented an approach for efficient rendering
and transmitting views to a high-resolution autostereoscopic
display for medical purposes. Stereoscopic vision can be
introduced to medical imaging as it facilitates surgeon’s
knowledge about key objects in 3D during an intervention. The
stereoscopic image allows interpreting the 3D shape, including
the out-of-plane curvature (the curvature in the z-direction
of the image), in a single glance without any additional
input interaction. Therefore, it reduces the mental stress on
the clinician during the intervention. Further, the stereoscopy
reduces the risk of misinterpreting pathologies, due to a biased
interpretation.

Autostereoscopic display requires a number of views of
the same scene taken from a slightly different angle. These
views have to be transported from the control room, where
the views are rendered, to the display in the operating room.
The contribution of this paper is twofold. At first, it describes
a setup of rendering fewer views by the medical workstation
and interpolating the missing views at the receiver side. This
is a considerable reduction of the load on the 3D rendering
pipeline in the medical workstation, and therefore aids in
reaching interactive frame rates. Furthermore, the fewer views
also relieve the load on the transmission channel. Secondly,
this paper describes an efficient algorithm for the interpolation
of the views, and examines its signal-to-noise characteristics.

In order to examine the artifacts introduced by the view
interpolation, we have quantified the errors that were caused
by our approach, using both artificial and real-world data. We
introduce a quality metric based on the number of occluded
pixels. We expect this metric to contribute to setting the
standards for stereoscopic visualization of medical data. The
quantitative measurements have shown that for the mesh
models the PSNR is higher than 30 dB and the number of
affected pixels is lower than 1%, when the angle between the
cameras is less than 2.5°. For volume rendering of the same
clinical vascular data set the PSNR was even considerably
better (starting over 50 dB) for small angles, and comparable
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for larger angles. We have also investigated the effect of large
volumes with very low (but non-zero) opacities. This can lead
to severe artifacts, and therefore the described approach is not
suitable for such visualizations. It should be noted though, that
for realistic vascular data sets, these kind of transfer functions
are rather uncommon.

The observed PSNR levels correspond approximately to a
compression ratio of 20:1, when using JPEG compression [26].
The literature suggests that lossy compression ratios of 15:1
to 20:1 are still acceptable for medical images [27]. This leads
us to conclude that a misdiagnosis in this range is unlikely to
happen, and therefore our approach could be evaluated in a
clinical trial. The experiments also point out that the behavior
and quality degradation for an increased angle between the
cameras shows a stable behavior and may be well modeled.
The percentage of occluded pixels as a function of the angle
between the cameras is smoothly increasing with the angle
value. This enables us to ensure a sufficiently high quality
for the clinical usage of our technique. Besides the previous
discussion, it should be considered that 3D rendering in multi-
view imaging is a quite novel research area which may show
significant progress in performance and quality in the near
future, as it is also a focal point in the introduction of 3D
television. This progress can be readily exploited for the
medical application discussed in this paper. Future work can
further evaluate the trade-off between lossy compression of the
transmitted texture and depth maps in order to save bandwidth
and its influence on the quality (PSNR) of the interpolated
image [20], when applied in a medical context.
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